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Abstract—The convergence of AI and IoT enables data to be
quickly explored and turned into vital decisions, and however,
there are still some challenging issues to be further addressed. For
example, lacking of enough data in AI-based decision making (so-
called Sparse Decision Making, SDM) will decrease the efficiency
dramatically, or even disable the intelligent IoT networks. Taking
the intelligent IoT networks as the network infrastructure, the
recommendation systems have been facing such SDM problems.
A naive solution is to introduce trust information. However, trust
information may also face the difficulty of sparse trust evidence
(a.k.a sparse trust problem). In our work, an accurate sparse
decision-making model with two-way trust recommendation in
the AI-enabled IoT systems is proposed, named TT-SVD. Our
model incorporates both trust information and rating information
more thoroughly, which can efficiently alleviate the above-
mentioned sparse trust problem and therefore be able to solve
the cold start and data sparsity problems. Specifically, we first
consider the two-fold trust influences from both trustees and
trusters, which can be represented by a factor named trust
propensity. To this end, We propose a dual model, including
a truster model (TrusterSVD) and a trustee model (TrusteeSVD)
based on an existing rating-only recommendation model called
SVD++, which are integrated by the weighted average and yield
the final model, TT-SVD. The experimental results show that
our model outperforms the state-of-the-art including SVD and
TrustSVD in both the ”all users” and ”cold start users” cases,
and the accuracy improvement can reach a maximum of 29%.
Complexity analysis shows that our model is equally suitable for
the case of large sparse datasets. In a summary, our model can
effectively solve the sparse decision problem by introducing the
two-way trust recommendation, and hence improve the efficiency
of the intelligent recommendation systems.

Index Terms—AI-enabled IoT systems, collaborative filtering,
two-way trust recommendation, intelligent recommendation sys-
tem, sparse decision making.

I. INTRODUCTION

AS an essential component of AI-enabled IoT systems,
intelligent recommendation systems have been gradually

playing a significant role in facilitating people’s daily life to
date. For example, numerous shopping and movie APPs may
recommend some items to us in terms of our interests. Many
shopping guide robots are used in supermarkets or shopping
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malls to provide guidance for customers. These helpful, per-
sonalized recommendation require the support of IoT devices.
There will be a total of 30 billion connected things by 2020
according to the research from IDC [1]. The unprecedented
data explosion provides immense opportunities for valuable
information mining. Most recommendation systems, unfortu-
nately, have some intrinsic problems in tackling such issues
of cold start and data sparsity, which may bring remarkably
negative influence in accuracy, efficiency, and security of the
recommendation. Cold start is a common problem led by the
lack of behavior data of new users across the system. The
data sparsity will lead to insufficient samples when training
the model, and the inadequate samples will further affect the
AI-based decision making in the IoT systems. In this paper, we
named such a dilemma as ”Sparse Decision Making,” SDM for
short. However, with the widespread usage of social network
applications, trust information, as auxiliary information, has
been adopted in the intelligent recommendation system to
enhance the recommendation performance.

The recommendation tasks of the existing intelligent recom-
mendation systems can be divided into two types: one is the
top-n item recommendation [2] and another is rating prediction
[3]–[5]. These two types of tasks have been combined with
trust information in some related research work [2], [6];
however, trust information is sometimes sparser than rating
information [7], [8]. In practice, we need to further explore
potential trust relationships.

In the intelligent IoT systems, we notice that the dataset
is huge in size, but very sparse and contains a lot of useless
data, which will significantly increase the difficulty in sparse
decision making and mining useful sparse information. For
example, the vehicle’s route recommendation and aggregate
signature authentication in InVANETs will provide users with
rich experiences [9]. But the behavior data [10] and trust
information also increase explosively. Machine learning (ML)
technology can effectively process and analyze data. However,
these ML models are susceptible to noises and outliers, which
will affect the robustness of the models. One popular solution
would be to introduce auxiliary information into the model
to enrich the training and test data, which can improve the
efficiency at decision making and the accuracy of the model
prediction. However, even though the trust information as
auxiliary data can effectively enhance the recommendation
performance and solve the two problems mentioned above:
cold start [11] and sparse decision making, trust information
itself is often more sparse.
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As mentioned previously, trust information may be sparser
than rating information, both of which have been the critical el-
ements in the design of recommendation systems. As common
sense, two people who trust each other have a strong positive
correlation, and two people with similar hobbies will be
more likely to become friends and trust each other. Excessive
attention to either kind of information can lead to a weak
recommendation. One possible way to solve these problems
is to build a universal trust-based model by considering both
trust and rating information simultaneously [12]. These studies
inspire us to consider both the influence of truster and the
influence of trustee in the trust-based model.

Our work, distinct from SVD++ [4], combines the explicit
influence and implicit influence proposed by the SVD++
model, and then further investigate the impact of the trust
interaction strategy between users, and propose a dual model
called two-way trust recommendation. In this paper, we pro-
pose a novel sparse decision-making model based on a two-
way trust recommendation. Our model alleviates the problem
of not enough data in AI-based decision making by introducing
trust information, which is of great help to IoT systems. The
existing researches show that, when users are rating the items,
they will follow not only personal preferences but also the
opinions of the media and friends. In other words, users are
more susceptible to existing ratings and trusted people. In the
trust networks, a user may play two roles, namely truster and
trustee:

Situation 1. As a truster, the user can be affected by the
ratings of the person which the user trusts [13].

Situation 2. As a trustee, the user’s ratings of the items will
have an impact on the ratings of others who trust the user.

Most trust-based recommendation systems only consider
Situation 1. We incorporate the two-way trust into our model.
We decompose the trust networks based on the directionality
of trust, mapping user space into two low-dimensional spaces:
truster space and trustee space. In the trust antecedent frame-
work [14], the trustee has three essential qualities, namely
ability, benevolence, and integrity. The key to the ability of
trustees to gain the trust of others lies in these three qualities.
Moreover, the trust propensity as a personal characteristic
determines the degree to which users trust others. In addition,
the user space and item space will be combined with both
the trustee space and the truster space to build a dual model,
namely TrusterSVD and TrusteeSVD. Finally, the results from
these two models are combined to yield the final recommen-
dation decision making.

Compared to the existing generic trust-based recommen-
dation systems, our model is tailored for the AI-based IoT
system. The main contributions, as well as the advantages of
our work, are as follows.

1) We find a challenge called sparse decision making in
the AI-based IoT systems. The root cause of the issue is
the large but sparse datasets in nature, which will lead to
inaccurate decision making in the AI-based IoT systems. And
we solve it by introducing trust information: we consider not
only the influence of truster but also the influence of trustees.
By examining the two-way trust, we can effectively alleviate
the sparse trust problem and improve the performance of

recommendation systems in the AI-enabled IoT systems.
2) We incorporate trust propensity with the model of trustee

and limit the impact of trusters on users by considering the
influence from the trustee is not direct but feedback.

3) We consider that trust is dynamic. The final ratings are
affected by the influence of the trustee model and the truster
model.

4) We decompose the trust networks according to the
directionality of trust and extend the SVD++ with the influence
of trustees.

II. RELATED WORK

In this section, we will review two kinds of intelligent rec-
ommendation methods: classical and social recommendation
systems.

A. Classical Recommendation Systems

Classical recommendation systems are divided into two
main categories, including content-based recommendation sys-
tems and collaborative filtering (CF) recommendation systems.
The CF-based approaches look for other users who have
similar interests to a particular user. The CF-based approaches
can be further divided into memory-based approaches and
model-based approaches in terms of whether or not using
machine learning. According to the user dimension and item
dimension, memory-based CF approaches consist of user-
based CF approaches and item-based CF approaches. Item-
based CF approaches calculate the similarity between items
and recommend similar items to specific items that users liked
before. Similar to the above method, user-based CF approaches
use functions to calculate the similarity between different
users. Model-based approaches adopt machine learning to
train recommendation models based on the past ratings of
users, then make recommendations based on input data. Matrix
decomposition as a method of model-based recommendation
systems has shown great potential. Ruslan et al. [3] proposed
a Probabilistic Matrix Factorization (PMF) method to further
optimize the traditional matrix factorization method by intro-
ducing a probabilistic model. Koren et al. [4] built a model
called SVD++ based on SVD, which integrates the implicit
behavior of users with the items. Both of them have achieved
a wonderful performance, and however, they are also suffering
from the same problems: cold start and data sparsity.

B. Social Recommendation Systems

Social recommendation systems can alleviate the above
two problems. The trust information is combined with the
traditional recommendation systems. For example, Guo et al.
[15] combined trust information with SVD++, and proposed
a state-of-the-art model called TrustSVD, considering both
the explicit influence and implicit influence. Guo et al. [2]
extended the FISM model [2] with the trust networks and
proposed a model called FST, which yields a rank score
from the viewpoint of both users and items. Yang et al. [13]
established the model from the perspective of the trustee and
truster and proposed the TrustMF model. At the same time,
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they improved the PMF model and combined it with trust
information. But trust information may be sparser, which will
surely influence the performance of the social recommenda-
tion systems. Many publications adopted an appropriate trust
inference mechanism [16]. Gao et al. [17] proposed a solution
to the trust propagation in the trust networks, which advanced
a nonlinear semiring framework called STAR that combined
trust propagation and trust aggregation. Gohari et al. [18]
proposed a novel model called Confidence-Based Recommen-
dation (CBR), which combined the trust information and the
other information.

In summary, the existing social recommendation models
cannot solve the sparse trust problem perfectly, most of which
just yield the ratings from the viewpoint from the truster. To
this end, in this paper we propose the TrusterSVD model
and the TrusteeSVD model. The experimental results show
that, compared to classical recommendation systems and social
recommendation systems, our approach performs better in
coping with the cold start and other problems, and hence
alleviates the sparse decision-making problem.

III. TT-SVD: A SPARSE DECISION MAKING MODEL IN
INTELLIGENT RECOMMENDATION SYSTEMS

Our sparse decision-making model can solve the traditional
cold start problem by introducing our designed two-way trust
method in the intelligent recommendation systems. First, we
will describe the trust networks and rating matrix and then
introduce a dual model of TT-SVD, which consists of the
TrusterSVD model and the TrusteeSVD model.

A. Problem Description

The recommendation task of our model is to predict the
unknown ratings on items that a user has not experienced ever
before. The model adopts three real-world datasets, namely
FilmTrust [2], Epinion [15], and CiaoDVD [4]. The datasets
are represented by matrices and contain rating information
and trust information concurrently. The rating information is
represented by a rating matrix consisting of users and items,
assuming that m users and n items are included in the matrix
R, and the matrix is m × n in size. The rating matrix R
is expressed as [ru,i]m×n. Let [ru,i]m×n denote that a user
u has a rating of item i as ru,i and the rating range
from 1 to 5. We state that the higher the number is, the
higher the preference we have. Two low-rank matrices can
be obtained by performing singular value decomposition on
the rating matrix, namely user matrix P ∈ Rd×m and item
matrix Q ∈ Rd×n. The rating matrix R is the multiplication
of these two matrices P>Q. Let pu denotes the latent feature
vector of user u and qi represents the latent feature vector of
item i. The inner product of two specific vectors represents
the predicted rating. Accordingly, the unknown rating r̂u,i can
be predicted by qj>pu. We need to make the predicted rating
as close as possible to the real rating, so we adopt the method
of minimizing the loss function to solve the problem.

Besides, the trust networks N can be represented by a graph.
It is assumed that there are m nodes in the networks, each
node denotes a user in the networks, and trust relationship

between different users is represented by an edge. In this way,
the networks can be represented by a trust adjacency matrix
T , and we use [tu,v]m×m to denote the trust adjacency matrix
T . Let (u, v, tu,v) denote that the trust degree from user u
to user v is tu,v . Since the trust information and the rating
information are from the same group of users. In order to
consider the relationships between the two matrices, we decide
to share the same user-feature space between the truster in the
trust information and the users of the rating matrix. Given that
the trust matrix is asymmetric, we decompose the trust matrix
to obtain the truster-feature matrix P d×m and trustee-feature
matrix W d×m. We can get the approximate trust matrix T by
multiplying the two low-rank user matrices P>W . Let pu and
wv denote the latent feature vector of truster p and trustee w,
respectively. The unknown trust value t̂u,v can be predicted
by the inner product wv>pu. Similar to the rating matrix, we
also need to learn the matrices P and W by minimizing the
loss function, so that we can reduce the error between the real
value and the predicted value.

Trust propensity is an important factor that determines
whether users will easily believe in others. As mentioned
above, users will refer to the ratings of trusted people. Truster
with low trust propensity value will not trust others easily,
as the number of people trusted by the user decreases, user
and the referred objects will become more similar since fewer
objects are available for reference. There are two ways for
us to model trust propensity [19], and these two approaches
are modeled based on global user kindness and the number of
users who trust, respectively. In the case of little difference in
performance between the two methods, in order to reduce the
time complexity, we choose the second method: ψ (x;α, µ).
We use a logistic regression function to denote the trust
propensity 1

1+e−α(x−µ) , where x the number of people the user
trusts. We can control the slope and midpoint of the function
curve by adjusting α and µ. We set α = 0.1 and µ = 5 to
be inline with [14]. We control the influence of trusters by
trust propensity because trust relationships are asymmetric,
and trusters have a sparse effect on users, but they cannot
be ignored.

In order to adopt both trust and rating information, our
work is based on the SVD++ model, which was proposed
by Koren [4]. The SVD++ model not only adopted singular
value decomposition to predict rating (explicit influence) but
also considered the impact of those rated items on predictions
(implicit influence). But the SVD++ does not use the trust
information, which leads to the normal performance of the
SVD++. Therefore, we, in this paper, propose a novel trust-
based model based on the SVD++.

To adopt trust information more reasonably and practically,
we consider that trust is directional in social networks, and
users not only trust others but also be trusted by others. Most
models only consider the user as a truster, and he/she is
influenced by the rating information of the people they trust.
However, we here additionally consider the user as both a
truster and a trustee. Two models are built on the basis of
SVD++.
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B. Two-way Trust Recommendation

In our daily life, users can make comments and ratings on
movies or purchased items, and other users express trust values
for different users based on existing opinions, therefore creat-
ing trust networks. Under the influence of trust information,
the opinions of the user may be influenced by others but also
affect others. Below we propose a dual model, including the
truster model and a trustee model.

Fig. 1: The two-way influence of trust relationship on Ra,j

We illustrate an example in Fig. 1, trustee q, trustee a, and
item j form a trustee model. Since the a, q users in the rating
matrix, and the a, q users in the trust matrix are the same.
In this model, we choose the truster-specific feature matrix
Q as the latent space commonly shared by the trust matrix
and rating matrix, thereby bridging a relationship between the
trust matrix and the rating matrix. The trustee model in Fig.
1 shows how user q affects the rating of user a on item j,
and user a is trusted by user q. Since user q trusts user a,
user q will refer to the past rating records of user a and will
be affected by user a when evaluating item j. But the more
people q trust, the more rating records he will refer to, and the
impact of a on q will be smaller and smaller, thus reducing
the similarity between a and q. If the q trusts fewer people,
the similarity between q and a is helpful for predicting Ra,j .

As shown in Fig. 1, the truster model consists of truster
a, trustee w, and item j. Distinct from the trustee model, the
rating of user a on item j is affected by a group of people
trusted by a.

C. TrusteeSVD Model

Based on SVD++, we consider two-way trust and propose
the TrusteeSVD model. We perform a gradient descent method
on the loss function of the TrusteeSVD model in order to
obtain local minimization. Finally, the final user-specific vector
of trustee wu

e and item-specific vector qj
e are obtained

through learning. We explain the process of rating prediction
as follows.

1) We decompose the SVD++ model according to the two-
way trust and build the TrusteeSVD model

r̂u,j = bu + bj + u+

qj
>

 wu + |Iu|−
1
2
∑
i∈Iu

yi+

|Eu|−
1
2

∑
v∈Eu

(1− ψ(x;α, µ)) ∗ pv

 (1)

where we use bu, bj to denote the user and item bias, respec-
tively. User u, v represents the trustee and truster. µ is the
global average rating; Iu is a set of items that have been rated
by user u, Eu represents a group of users who trust user u.
The inner product qj>yi indicates how rated items influenced
the rating on item j of user u. pv represents the user-specific
feature vector of the truster v, and pv denotes the influence of
users who trust user u on the rating of unrated items. Recall
that trust information plays an essential role in improving the
performance of recommendation. Therefore, we not only retain
the explicit influence and the implicit influence (rated items)
on the basis of SVD++ but also consider the impact of the
truster.

2) We can learn the user-specify and item-specify vector
and both the user bias and item bias by minimizing the loss
function of the TrusteeSVD model.

L = 1
2

∑
u

∑
j∈Iu

(
∧
ru,j − ru,j)

2

+ λt
2

∑
u

∑
v∈Eu

(
∧
tv,u − tv,u)

2

+λ
2

∑
u
|Iu|−

1
2 b2u +

λ
2

∑
j

|Uj |−
1
2 b2j

+
∑
u
(λ2 |Iu|

− 1
2 + λe

2 |Eu|
− 1

2 ) ‖wu‖2F + λ
2

∑
j

|Uj |−
1
2 ‖qj‖2F

+λ
2

∑
i

|Ui|−
1
2 ‖yi‖2F + λ

2 |E
+
v |
− 1

2 ‖pv‖2F
(2)

To avoid over-fitting and reduce the complexity of the model,
we use the same regularization parameters λ. Although as-
signing different regularization parameters to each variable
can contribute to finer control of the model. Here ‖‖F rep-
resents the Frobenius norm. Furthermore, the user-specify
feature vector obtained from the trust matrix decomposition
and the user-specify feature vector obtained from the rating
matrix decomposition share a common feature space. In the
same model, both of the information can be utilized. Thus,
the loss function contains both trust information and rating
information. In work [15], they realize that users who are
more active in social networks and items that are more popular
with users should accept less penalty, and the inactive users
and less well-known projects may be more penalized. This is
so because they are more likely to over-fitting. Above all, the
final loss function of the Trustee model is shown above. We
use Ui and Uj to denote a group of users who rated the item
i and item j, respectively; λe is a parameter which controls
the degree of trust regularization; and E+

v represents a set of
users who trust user in the social networks.

3) Local minimization of the loss function can be obtained
by performing the method of gradient descent on bu, bj , qj ,
wu, yi and pv . Finally, we can get the user-specify feature
vector and item-specify feature vector after learning, and put
the trained vector into the TrusteeSVD model for calculation,
so that the predicted value can be obtained.
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D. TrusterSVD Model

Based on SVD++, we consider two-way trust and propose
the TrusterSVD model.

r̂u,j = bu
+bj + u+

qj
>

 pu + |Iu|−
1
2
∑
i∈Iu

yi

+|Tu|−
1
2

∑
v∈Tu

ψ(x;α, µ) ∗ wv

 (3)

For unknown items, users often would like to refer to the
opinions of people they trust. But the social networks are filled
with many fake accounts. Thus, we incorporate user reliability
into the model, and we incorporate T+

v into the loss function

L = 1
2

∑
u

∑
j∈Iu

(
∧
ru,j − ru,j)

2

+ λt
2

∑
u

∑
v∈Tu

(
∧
tu,v − tu,v)

2

+λ
2

∑
u
|Iu|−

1
2 b2u +

λ
2

∑
j

|Uj |−
1
2 b2j

+
∑
u
(λ2 |Iu|

− 1
2 + λt

2 |Tu|
− 1

2 ) ‖pu‖2F + λ
2

∑
j

|Uj |−
1
2 ‖qj‖2F

+λ
2

∑
i

|Ui|−
1
2 ‖yi‖2F + λ

2 |T
+
v |
− 1

2 ‖wv‖2F
(4)

where T+
v represents a group of users who trust user v.

We do so because active users are often more trustworthy.
We can learn user-specify feature vector wv, pu and item-
specify feature vector qj by minimizing the loss function of
the TrusterSVD model.

E. TT-SVD Model

Fig. 2: The process of ratings prediction

Consider that trust is dynamic: users will influence the trust
relationship between each other during the rating process.
That is to say, the rating of a user on items will refer to the
opinions of the people he/she trusts, and will also influence
the choices of his/her trusters. Through the rating interaction
between users, the propagation and feedback of trust can have
an impact on trust relationships in social networks. Thus, we
need to combine the two models above to get the final dual
recommendation model called the TT-SVD model.

r̂u,j = β (TrusteeSV D)
+ (1− β) (TrusterSV D)

(5)

After independent training of the TrusterSVD and
TrusteeSVD model, we unify the influence of the two models
by weight β. Following this strategy, we acquire the final
predicted rating r̂u,j . The main process is shown in Fig. 2.

F. Complexity Analysis

The learning time of the model includes two aspects. The
first is to calculate the loss function O (td |I|+ td |T|), where
d is the dimensionality of the feature vector, t represents the
number of iterations and we user O (td |I|+ td |T|) denote
to the number of the ratings and trust relationships. The
second is to compute its gradients of L against feature vectors:
bu, bj , qj , wu, yi, pv . After derivation, the total time complexity
is still O (td |I|+ td |T|), which means that the learning time
of the model is linear with the number of observed entries in
both trust information and rating information. With the rapid
development of the Internet of Things, how to process data and
mine useful data has become a difficult problem. The method
of applying deep learning to recommendation systems has
also been questioned recently. Still, the complexity analysis
results show that our model has the ability to deal with the
large-scale dataset. The problems of sparse decision making
and cold start can be alleviated. Besides, the user behavior
data is very private data, and therefore we need to protect
data security through security measures [20], [21]. Wireless
sensor networks [22]–[24] are an important part of the IoT
systems,and the development of wireless sensor networks has
greatly increased the type and amount of data collected, so
efficiency issues must be considered in IoT systems to reduce
computing costs [25].

IV. EXPERIENTS

In this section, we design our experiments on three datasets
to verify our work has a better performance compared to the
other related methods.

TABLE I: Datasets used in our work

Aspect [2] [15] [4]

Users 1508 3000 3000
Items 2071 9000 9000

Ratings 35,497 38751 25931
Trust relationship 1853 4700 5642
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TABLE II: Experimental results in “all user” view

Datasets Metrics [3] [8] [4] [13] [26] [27] [28] TT-SVD

FilmTrust

MAE 0.664 0.594* 0.640 0.627 0.651 0.654 0.668 0.586
(improve) 11.75% 1.35% 8.4% 6.54% 9.98% 10.40% 12.28%

RMSE 0.873 0.753* 0.869 0.809 0.875 0.872 0.879 0.741
(improve) 15.12% 1.59% 14.73% 8.41% 15.31% 15.02% 15.70%

CiaoDVD

MAE 0.961 0.851* 0.862 0.855 0.886 0.924 0.868 0.820
(improve) 14.67% 3.64% 4.87% 4.09% 7.45% 11.26% 5.53%

RMSE 1.235 1.072* 1.148 1.079 1.154 1.209 1.151 1.045
(improve) 15.38% 2.25% 8.97% 3.15% 9.45% 13.56% 9.21%

Epinions

MAE 1.129 0.884* 0.892 0.892 1.008 1.001 0.993 0.883
(improve) 21.79% 0.11% 1.01% 1.01% 12.40% 11.79% 11.08%

RMSE 1.588 1.174* 1.174 1.197 1.325 1.289 1.321 1.171
(improve) 26.26% 0.26% 0.26% 2.17% 11.62% 9.15% 11.36%

Average

MAE 0.918 0.776* 0.798 0.791 0.848 0.860 0.843 0.763
(improve) 16.88% 1.72% 4.39% 3.58% 10.06% 11.24% 9.49%

RMSE 1.232 1.000* 1.064 1.028 1.118 1.123 1.117 0.986
(improve) 19.99% 1.37% 7.33% 4.15% 11.84% 12.26% 11.76%

TABLE III: Experimental results in “cold start user” view

Datasets Mertrics [3] [8] [4] [13] [26] [27] [28] TT-SVD

FilmTrust

MAE 0.780 0.664* 0.669 0.687 0.671 0.754 0.728 0.650
(improve) 16.67% 2.11% 2.84% 5.39% 3.13% 13.79% 10.71%

RMSE 0.985 0.868* 0.869 0.880 0.895 0.920 0.901 0.855
(improve) 13.20% 1.50% 1.61% 2.84% 4.47% 7.07% 5.11%

CiaoDVD

MAE 1.141 0.850* 0.882 0.905 0.936 0.974 0.941 0.835
(improve) 26.82% 1.76% 5.33% 7.73% 10.79% 14.27% 11.26%

RMSE 1.295 1.095* 1.348 1.149 1.254 1.279 1.241 1.080
(improve) 16.60% 1.37% 19.88% 6.01% 13.88% 15.56% 12.97%

Epinions

MAE 1.279 0.897* 0.901 0.962 1.028 1.011 0.997 0.897
(improve) 29.87% 0.44% 0.33% 6.76% 12.74% 11.28% 10.03%

RMSE 1.648 1.204* 1.206 1.307 1.335 1.309 1.306 1.201
(improve) 27.12% 0.41% 1.15% 8.11% 10.04% 8.25% 8.04%

Average

MAE 1.067 0.805* 0.817 0.851 0.878 0.913 0.889 0.794
(improve) 25.56% 1.37% 2.82% 6.73% 9.60% 13.03% 10.65%

RMSE 1.309 1.056* 1.144 1.112 1.161 1.169 1.149 1.045
(improve) 20.16% 1.07% 8.62% 6.00% 9.99% 10.60% 9.05%

A. Datasets

Three real-world datasets are used in our designed exper-
iments, namely Epinions, FilmTrust, and CiaoDVD. These
datasets contain trust information and rating information. The
rating data in the CiaoDVD and Epinions is an integer range
from 1 to 5, while the rating data in FilmTrust are from 0.5
to 4. Due to the excessive amount of data in the datasets,
we randomly select subsets from these three datasets for
experiments in order to prevent memory overflow. Table 1
shows the information in three datasets.

B. Evaluation Metrics

In the experiments, our model solves two major problems
with the recommendation system - cold start and the accuracy
of prediction is not high; thus, we conducted two sets of
experiments. First, the experiment of ”all user” view means
that the experimental data is all users and ratings. Secondly,
the experiment of ”cold start user” view represents that the
experimental data is the part of the users and the ratings. When
the user evaluates the less than 5 items, the user is defined as
a cold start user. We choose a method called five-fold cross-
validation approach and two mainstream metrics are adopted
by us, including root mean square error (RMSE) and mean
absolute error (MAE).

C. Recommendation Methods Comparison

1) Comparison Model: We choose two types of ap-
proaches, classical recommendation systems, and social rec-
ommendation systems, to compare our design with others. The
classical recommendation systems predict ratings based on
rating information, while the social recommendation systems
predict ratings based on both trust information and rating
information. There are seven models in total in the literature,
which are classical recommendation systems: PMF [3] and
SVD++ [4]. Social recommendation systems: RSTE [26],
SoRec [27], SocialMF [28], TrustMF [13].

In addition to the classical algorithms mentioned above,
Hu et al. [8] proposed a novel trust-based semi-supervised
learning recommendation algorithm: SSL-SVD in 2019. We
also compared this latest work with our model. SSL-SVD
decomposed trust into four fine-grained factors, predicted un-
known trust values through semi-supervised learning. Finally,
Hu combined SVD model with trust information. Different
from the above method, Hu analyzed trust as the emotional
factor.Rather than simply processing the trust data.

2) Parameter Settings: We can adjust the parameters in
the experiments and get the best parameters for each model
according to the suggestions of the previous works. We set
the dimensions of the user-specify and the item-specify feature
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vector as 10. The parameter settings are as follows.or PMF:
we set λ=0.001. SVD++: the settings of parameter recommen-
dation in [4]; for RSTE: we set α=1.0, λ=0.001 and λt=1; for
SocialMF: we set λ. =0.001 and λt=1; for TrustMF: we set
λ=0.001 and λt=1; for SoRec: we set different parameters
for different datasets, λ=0.1,1.0,0.01 for FilmTrust, Epinions,
and Ciao respectively; SSL-SVD: the settings of parameter
recommendation in [8].

3) Results And Analysis: The results of above two experi-
ments are listed in Table 2 and Table 3. The best performing
model except for our method is marked by signal ”*.” Table
2 shows the recommendation performance for ”all users,”
and Table 3 shows the recommendation performance for
”cold start users.” From the experimental results in the two
tables, our dual model achieves better performance than other
methods, both from the cold-start user perspective and from
the all user perspective. The experimental results show that our
method can effectively solve the problem of sparse decision
making and cold start, and improve the accuracy of prediction
compared with other recommendation models. And the two-
way trust scheme can also effectively solve the problem of
sparse trust. As shown in Table 2, in the ”all user” view, the
prediction accuracy of the traditional recommendation model
represented by PMF is inferior to the prediction accuracy of
trust-based recommendation models such as SoRec, RSTE,
and SocialMF. But, the SVD++ model performs better than
the three trust-based models above. Hu [8] incorporates the
trust information into the SVD++ model and finally creates
the SSL-SVD model. In Table 2, SSL-SVD performs better
than SVD across all three datasets, and the performance of our
method in FilmTrust, CiaoDVD, Epinions is the best compared
to the rest. Thus, we state that trust information is a necessary
need for recommendation. As shown in Table 3, the second
experiment is conducted in the ”cold start users” view. As
there is not sufficient rating information and trust information,
the prediction accuracy of all models has declined. SSL-SVD
performs best in FilmTrust, Epinions, CiaoDVD. But the gap
between the performance of the SSL-SVD model and others
in Epionions is not significant. Because the trust and rating
information in the Epinions is sparser than other datasets. The
performance of our method is comparable to SSL-SVD in
Epinions, but ours performs better in FilmTrust and CiaoDVD
because of sufficient information. Most trust-based models
only consider that users are affected by people they trust, so
that the trust data is also sparse, and the recommendation
performance is not good. Here we propose a dual model
by considering the two-way trust. Effectively utilize trust
relationships and improve the recommendation performance.

V. CONCLUSION AND FUTURE WORK

To solve the problems of cold start and sparse decision mak-
ing in the AI-based IoT recommendation systems, and improve
the performance of the existing recommendation methods, we
proposed a novel sparse decision making model called TT-
SVD, which incorporates both trust and rating information.
Considering that individuals will affect the trust of each other
in common sense, the opinions of users may be affected by

both trusters and trustees. We decomposed the trust networks
into TrusterSVD and TrusteeSVD according to the direction
attribute of trust after improving the SVD++ model. Finally,
we unified the influence of the two models by the weighted
average and got a hybrid model called TT-SVD. Experiments
show that our method improves the recommendation efficiency
and accuracy compared to the other intelligent recommen-
dation systems. Thus, IoT devices will provide users with
more accurate decisions and favorite items, which will enhance
the interaction between users and devices. There is great
application prospect in driving assistance, smart home and
shopping guidance. Our proposed TT-SVD solves the problem
of sparse decision making in the AI-based IoT systems. Our
method not only improves the accuracy of prediction but
also has the ability to deal with large datasets with the
characteristics of robustness and high efficiency. For future
work, we plan to use dynamic trust data as a test dataset and
consider the trust propagation. With the development of the
IoT systems, there will be a huge leap in data collecting,
processing, and propagating. Utilizing trust information to
make sparse decision making will become a standard operation
in the AI-based IoT systems, which can be solved by our
further research on the TT-SVD.
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