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Abstract—The MITRE ATT&CK framework, a comprehensive
knowledge base of adversary tactics and techniques, has been
widely adopted by the cybersecurity industry as well as by
academic researchers. Its broad range of industry applications in-
clude threat intelligence, threat detection, and incident response,
some of which go beyond what it was originally designed for.
Despite its popularity, there is a lack of a systematic review of the
applications and the research on ATT&CK. This systematization
of work aims to fill this gap. To this end, it introduces the first tax-
onomic systematization of the research literature on ATT&CK,
studies its degree of usefulness in different applications, and
identifies important gaps and discrepancies in the literature
to identify key directions for future work. The results of this
work provide valuable insights for academics and practitioners
alike, highlighting the need for more research on the practical
implementation and evaluation of ATT&CK.

I. INTRODUCTION

ATT&CK presents a curated and actionable repository of
adversarial Tactics, Techniques and Procedures (TTPs) [1]
and details the characterization of adversary behavior after a
successful system exploitation [2]. The cybersecurity industry
uses ATT&CK for various applications including threat detec-
tion, adversary emulation, red teaming, behavioral analytics,
defensive gap assessment, cyber threat intelligence (CTI) and
threat modeling [3], [4], [5], [6], [7].

At the same time, ATT&CK is embraced in various do-
mains, including ICS [8] and Enterprise [9]. Many vendors,
including Cisco, Fortinet and Claroty have stated the impor-
tance of ATT&CK in CTI and how security experts can align
their research with ATT&CK [10], [11], [8]. Cloud platforms
such as Microsoft Azure Security have also been mapped
to ATT&CK using TTPs [12]. Even organizations like the
North Atlantic Treaty Organization and the U.S. Department
of Homeland Security have been using ATT&CK for CTI and
modeling [13], [14].

There is a number of academic [15], [16], [17], [18], [19],
[20], [21], [22], [23] and industrial [24], [25], [26] surveys
that present the state-of-the-art approaches in CTI and discuss
the necessity and impact of ATT&CK in CTI [16], [22], [23].
There are also works that survey threat modeling approaches.
For example, Tayouri et al. [27] surveyed attack graph-based
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models that utilize or extend the MulVal method and mapped
these MulVAL interaction rules to ATT&CK techniques for
evaluation in attack scenarios. Sadlek et al. [28] explored the
current challenges of threat identification using public enu-
merations. The authors studied the usability of ATT&CK for
threat modeling. Bodeau et al. [2] discussed various security
frameworks, including NIST 800 − 154, STRIDE, DREAD,
OCTAVE, TARA, TAL, STIX, CAPEC, alongside ATT&CK
for threat modeling and cybersecurity risk assessment pur-
poses. These works are not systematizations highlighting a
dearth of systematic research that addresses ATT&CK use
cases, application domains, and research methodologies. Our
paper fills this gap by addressing the following research
questions.

RQ1: How does the use of ATT&CK contribute to cyber-
security research, and in what application domains and use
cases has ATT&CK been employed in the literature?
The aim of RQ1 is to determine the effectiveness of using
ATT&CK in creating novel and impactful research. Addi-
tionally, this inquiry may serve as a foundation for future
studies exploring the application domains and use cases for
which ATT&CK has been investigated, thus expediting the
learning curve and enhancing the framework’s practicality.
Our analysis reveals that ATT&CK plays a critical role in
cyber threat intelligence, intrusion detection and prevention,
risk assessment and mitigation, red/purple team exercises and
professional training. We also highlight the diverse application
domains of ATT&CK, which include enterprise networks,
industrial control systems, IoT and mobile communication
systems.

RQ2. How is ATT&CK correlated, mapped, or integrated
with other security frameworks in practice?
Understanding this correlation will illuminate the value of
the framework for industrial applications, which frequently
need to comply with various frameworks to meet cyberse-
curity requirements. This insight can clarify the possibility
of integrating ATT&CK and these frameworks into a unified
global framework. Our investigation reveals that several stud-
ies have attempted to combine ATT&CK with other security
frameworks such as the cyber kill chain, NIST CSF, ISMS,
CAPEC, D3FEND and Diamond models. The integration of
these frameworks results in more comprehensive solutions
enabling us, for example, to identify more effective sets of
security controls.

RQ3.What are some examples of how industry utilizes
ATT&CK, and what research trends, as mentioned in RQ1,
have not yet been observed in the industrial applications of
ATT&CK?
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Understanding the gap between the use of ATT&CK in indus-
try and academia can motivate the adoption of research meth-
ods that are better suited to realistic environments, thereby
enabling the development of solutions to emerging societal
and industrial problems. Our findings show that academic
researchers tend to use ATT&CK to develop models for attack
scenarios, analyze threat intelligence datasets and investigate
system vulnerabilities using mathematical and statistical mod-
els. The utilization of ATT&CK enables them to demonstrate
the applicability of their work to real-world scenarios, pro-
viding a stronger basis for their proposals and facilitating the
assessment of their research. In contrast, the industry focuses
more on developing CTI tools and frameworks, evaluating
products against ATT&CK tactics and techniques, improving
red or purple team exercises and providing offensive security
training.

RQ4. What scientific methods have academic researchers
employed to construct attack scenarios, models, or methods
using ATT&CK matrices?
By examining these methods, we enable researchers to identify
areas where these scientific methods are not being utilized
to their full potential and determine the shortage of research
that employs equally appropriate methods. These scientific
methods include machine learning (ML), natural language pro-
cessing (as subfield of ML), probability theory, graph theory
and game theory. We examine how the ATT&CK framework
has been implemented in different projects. Specifically, we
analyze the testbed environments and tools that researchers
have used to evaluate their work based on ATT&CK and
how they have applied these tools to achieve their objectives.
Finally, we investigate the methods used to evaluate research
that utilizes ATT&CK. These methods include numerical or
statistical, human-based and model-based evaluations.

The rest of this paper is structured as follows: Section II
proposes a novel taxonomy of concepts used to answer the
research questions. Section III outlines the application domains
and use cases in which ATT&CK has been used to address
significant cybersecurity challenges and how ATT&CK has
been combined with other security frameworks (answering
RQ1-RQ3). Section IV describes the research approaches used
in conjunction with ATT&CK in the literature (answering
RQ4). Finally, Section V summarizes the key points of this
systematization work, including the significance and limita-
tions of ATT&CK and offers suggestions for future work.

II. PROPOSED TAXONOMY

To answer the research questions, we have defined a taxon-
omy (shown in Figure 1) that categorizes ATT&CK-oriented
applications, use cases and research approaches from the
literature. By utilizing this taxonomy, researchers can classify
the literature and gain insights into the usefulness of ATT&CK
and identify any gaps in research to date. Table I classifies all
surveyed papers using our taxonomy.

The first level classification in our taxonomy considers
ATT&CK-based Applications (A) and Research Approaches
(RA) found in the literature. We divide ATT&CK applica-
tions into three primary categories: Use Cases (UC), Appli-
cation Domains (AD) and Related Frameworks (RF), with

subcategories for each application. UC defines the specific
applications where ATT&CK has been utilized and is further
categorized into Cyber Threat Intelligence (CTI), Intrusion
Detection (ID), Offensive Security (OS), Cyber Risk As-
sessment (CRA), Professional Training (PT), Threat-driven
Approaches (TA) and Product Evaluation (PE). AD defines
the specific domains where ATT&CK has been applied and
we identify three application domains: Enterprise Networks
(EN), Mobile Communication Systems (MCS) and Industrial
Control Systems (ICS). We categorize RF into Cyber Kill
Chain (CKC), CAPEC (CA), STRIDE (ST), Security Controls
(SC) and the Miscellaneous (MI) subcategory for the rest of
security frameworks.

We classify the research approaches in our study into three
categories: Scientific Method (SM), Implementation (I) and
Evaluation (E). SM identifies the research fields that used
ATT&CK in any capacity and we further categorize it into
five subcategories: Machine Learning (ML), Natural Language
Processing (NLP), Probability Theory (PT), Graph Modeling
(GM) and Game Theory (GT). Implementation (I) defines how
researchers utilized ATT&CK in implementing the proposed
works and we define two subcategories: Testbed (TE) and
Tools (TO), developed to implement certain attack scenarios
or models. Finally, we categorize Evaluation (E) into three
subcategories: Numeric Evaluation (NE), Human Evaluation
(HE) and Model Evaluation (ME). This category shows how
researchers evaluated their testbeds, tools and models.

III. APPLICATIONS (A) OF ATT&CK

In this section, we explore ATT&CK’s application domains
and use cases, examine how other security frameworks are
mapped to or combined with ATT&CK and finally delve into
the different ways in which ATT&CK is utilized by academia
and industry.

A. A-UC: Use Cases

1) A-UC-CTI: Cyber Threat Intelligence: According to
Legoy et al. [45], Cyber Threat Intelligence (CTI) is a con-
tinuous process that necessitates the use of text classification
techniques for retrieving TTP-oriented information. Mundt et
al. [74] combined CTI with Information Security Management
Systems (ISMS) and automate CTI by utilizing ATT&CK.
Al et al. [5] examined the connections between ATT&CK
techniques enabling the prediction of previously unobserved
ones. Kriaa et al. [42] used ATT&CK to create their detection
and prediction module by constructing a knowledge graph of
TTPs. Zhang et al. [107] proposed a model that uses ATT&CK
to assess CTI reports automatically to extract Indicators of
Compromise (IoC) timely. Here, the authors used ATT&CK
to identify attack techniques related to IoC.

The increasing number of connected IoT devices, which
bear security vulnerabilities, is contributing to the constantly
evolving operational technology (OT) cyber threat landscape.
To address this issue, Kwon et al. [43] developed a Cyber
Threat Dictionary utilizing the ATT&CK ICS matrix and
mapped security controls to the ATT&CK ICS matrix. Odemis
et al. [108] utilized ATT&CK to create a cyber expertise test
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Fig. 1: Taxonomy of papers that use ATT&CK.

to detect and categorize adversarial behavior for their CTI
research. Similarly, ATT&CK was also used for further threat
analysis and adversarial TTP classification in the works of
Lee et al. [50], Mendsaikhan et al. [51] and Jo et al. [109].
Hemberg et al. [37] and Kurniawan et al. [48] utilized the
framework for linking ATT&CK techniques to vulnerabilities.
Additionally, Bromander et al. [44] developed a CTI data
model that identifies threats with ATT&CK being used as a
source for tactics, techniques, tools, and threat actors.

Insight 1. ATT&CK is valuable for security teams seeking
to keep up with the latest threats and enhance their CTI
capabilities. Many studies link CTI reports with ATT&CK
matrices to create effective mitigation strategies. It has been
observed that the majority of research papers in this field
utilize ATT&CK to improve CTI. However, there is a lack
of investigation into how insights gained from CTI research
can be used to enhance ATT&CK itself.

2) A-UC-ID: Intrusion Detection: ATT&CK techniques
can be used to categorize adversary behavior and detect
advanced intrusions [32]. Common Vulnerabilities and Expo-
sures (CVEs) can be linked to specific exploitation strategies
and then mapped to ATT&CK techniques.

Golushko et al. [41] applied ATT&CK to identify effective
techniques under the Command and Control and Defense
Evasion tactics and provided recommendations for detection
and prevention. Kriaa et al. [42] proposed a novel approach
for building knowledge graphs using ATT&CK and utilizing
prediction techniques on event logs to identify and prevent 5G
radio access network attacks. Additionally, Kwon et al. [43]
extended the ATT&CK ICS matrix leading to the creation of
new categories for threat detection and mitigation.

The DeTT&CT (Detect Tactics, Techniques & Combat
Threats) framework [110], [111] was introduced by the indus-
try [112] to enhance intrusion detection. DeTT&CT helps blue
teams evaluate and analyze the quality and visibility of data log
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TABLE I: Taxonomy classification of papers using ATT&CK

Literature
Description Application Research Approach

Use-cases Application
Domain

Related
Frameworks

Scientific
Methods Implementation Evaluation

Ahn et al. (2020) [29] PT EN 7 GM TE NE
Ampel et al. (2021) [30] OS EN 7 ML TE NE,ME

Choi et al. (2020) [4] CTI ICS 7 7 TE, TO 7
Georgiadou et al. (2021) [1] PT, OS, CRA EN 7 7 7 7

Hong et al. (2019) [31] PT, OS EN 7 ML TE 7
Kuppa et al. (2021) [32] OS EN 7 NLP 7 ME, NE

Munaiah et al. (2019) [33] OS EN 7 GM 7 NE
Outkin et al. (2021) [34] TA, PE EN 7 GM 7 ME

Pell et al. (2021) [35] TA MCS 7 7 7 7
Xiong et al. (2021) [36] TA EN MI GM TE ME

Hemberg et al. (2020) [37] CTI EN CA GM TE NE
Kim et al. (2021) [38] PT, OS, PE EN CKC GM 7 NE
Choi et al. (2021) [39] OS, PT ICS 7 GM TO ME

Al et al. (2020) [5] CTI, OS EN 7 ML,GM TO NE, HE
Amro et al. (2021) [?] CRA ICS CA GM 7 NE

Arshad et al. (2021) [40] OS, PT EN 7 GT TO ME
Golushko et al. (2020) [41] IDS, OS EN, ICS, MCS 7 7 TO 7

Kriaa et al. (2021) [42] CTI EN, ICS, MCS CA GM TO ME
Kwon et al. (2020) [43] CTI, TA ICS MI, CKC 7 TO 7

Bromander et al. (2020) [44] CTI ICS CA GM TO ME
Legoy et al. (2020) [45] CTI EN, MCS, ICS 7 ML TO ME

Fairbanks et al. (2021) [46] CTI MCS 7 GM, ML 7 NE
Huang et al. (2021) [47] CTI, TA EN, MCS, ICS MI ML TO NE, ME

Kurniawan et al. (2021) [48] CTI EN, MCS, ICS MI GM TO ME
Lakhdhar et al. (2021) [49] CTI, TA EN, MCS, ICS CA, MI ML TO NE, ME

Lee et al. (2021) [50] CTI EN, MCS, ICS 7 GM, ML TO NE, ME
Mendsaikhan et al. (2020) [51] CTI, TA EN, MCS, ICS CA ML TO NE, ME

Parmar et al. (2019) [13] CTI EN, MCS, ICS 7 GM TE, TO NE
Purba et al. (2020) [52] CTI EN, MCS, ICS 7 NLP TO NE, ME

Aghaei et al. (2019) [53] CTI, TA EN, MCS, ICS CA, MI 7 7 7
Ajmal et al. (2021) [54] CTI, OS, PT EN 7 PT TE, TO NE, ME

Brazhuk et al. (2021) [55] CTI, TA EN, MCS, ICS CA, ST, SC, MI GM, PT TO NE
Elitzur et al. (2019) [56] CTI, TA EN, MCS, ICS SC GM, PT TO NE, ME

Fairbanks et al. (2021) [57] CTI EN, MCS, ICS 7 GM, ML 7 NE, ME
Franklin et al. (2017) [58] TA EN, MCS, ICS 7 ML TO 7

Gourisetti et al. (2019) [59] CTI, TA, CRA ICS SC, MI 7 TE, TO NE
Gylling et al. (2021) [60] CTI, TA EN, MCS, ICS 7 GM TO NE

Hacks et al. (2021,2022) [61], [62] CTI, TA EN, MCS, ICS SC 7 TO NE, ME, HE
Hassanzadeh et al. (2020) [63] CTI, TA ICS SC ML TE, TO NE, ME

Ahmed et al. (2022) [64] CRA, TA EN, MCS, ICS SC PT, GM 7 ME
Bolbot et al. (2022) [65] CRA, TA EN, MCS, ICS ST, MI 7 TO NE
Oruc et al. (2022) [66] CRA ICS SC PT TO NE

TJ OConnor (2022) [67] PT EN 7 7 TE, TO NE, HE
Kim et al. (2020) [68] PT, PE EN CKC GM TE, TO ME

Sadlek et al. (2022) [28] CTI, TA EN CA, MI 7 7 NE
Rao et al. (2023) [69] TA MCS MI GM 7 ME

Chen et al. (2022) [70] TA, PE EN MI NLP, GM TO NE
Adam et al. (2022) [71] CTI EN CA, MI NLP, ML 7 NE, ME
Sadlek et al. (2022) [72] CTI, TA EN, MCS, ICS ST, CKC, SC GM TE, TO ME
Jadidi et al. (2021) [73] CTI, TA ICS SC GM TO ME
Mundt et al. (2022) [74] CTI EN MI GM TO ME

Niakanlahiji et al. (2018) [75] CTI EN MI NLP TO NE, ME
Ayoade et al. (2018) [76] CTI EN CKC, MI NLP, PT, ML TO NE, ME
Karuna et al. (2021) [77] CTI EN, MCS, ICS 7 NLP 7 7

Shin et al. (2021) [78] CTI EN, MCS, ICS 7 PT, ML TO NE
He et al. (2021) [79] CTI, CRA EN, MCS, ICS MI PT, GM 7 NE

Johnson et al. (2018) [80] TA, OS EN, MCS, ICS SC, MI PT, GM TO NE
Tayouri et al. (2023) [27] TA, CTI EN MI GM TO NE
Bodeau et al. (2018) [2] CTI, TA, CRA EN, MCS, ICS CA, CKC, ST, SC, MI 7 7 7

Manocha et al. (2021) [81] CRA, OS EN, MCS, ICS MI PT 7 NE
Mashima et al. (2022) [82] CTI, PE ICS SC, MI 7 TE, TO ME
Dhirani et al. (2021) [83] TA, PE, CRA ICS SC, MI 7 7 7

Luh et al. (2022) [84] TA, OS EN, ICS CA, SC, MI GT TE, TO HE, NE
Husari et al. (2019) [85] CTI EN, MCS, ICS CKC, MI NLP TO 7
Nisioti et al. (2021) [86] TA, OS EN, MCS, ICS CKC, MI GT, GM TO NE, ME

Halvorsen et al. (2019) [87] CTI, TA, ID EN SC, MI PT TE, TO NE
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TABLE I: Taxonomy classification of papers using ATT&CK (continued)

Literature
Description Application Research Approach

Use-cases Application
Domain

Related
Frameworks

Scientific
Methods Implementation Evaluation

Wong et al. (2021) [88] TA, OS EN ST 7 7 7
Dhir et al. (2021) [89] TA, OS EN 7 PT 7 ME

Holder et al. (2021) [90] TA, CRA EN 7 PT TE NE
Ahn et al. (2022) [91] ID, CTI, TA EN 7 PT, GM, NLP TE, TO NE

Stoleriu et al. (2021) [92] ID EN SC, MI ML TE, TO NE
Bagui et al. (2022) [93] ID EN 7 ML 7 NE, ME

Zurowski et al. (2018) [94] TA, OS EN SC ML TO NE
Alnafrani et al. (2022) [95] TA EN 7 PT, ML TE, TO ME
Samtani et al. (2022) [96] CTI, TA EN 7 ML 7 7

Grigorescu et al. (2022) [97] CTI EN CA, MI NLP, ML, GM TO NE, ME
Hasan et al. (2019) [98] ID EN, ICS CA, CKC, MI ML, GM TO NE, ME
Maymı́ et al. (2017) [99] CTI EN, MCS, ICS CKC, MI ML, GM 7 7
Drašar et al. (2020) [100] TA, OS EN, MCS, ICS MI GT, GM TE, TO NE, ME
Kim et al. (2022) [101] CTI, TA EN ST, CKC ML TO NE, ME
Kim et al. (2021) [102] CTI, TA MCS 7 ML 7 ME, NE
Sahu et al. (2021) [103] TA EN MI 7 7 ME

Zhao et al. (2021,2022) [104], [105] PT EN MI 7 7 7
Van et al. (2022) [106] TA EN MI, SC PT, GM TO ME

sources and detection coverage using ATT&CK. In addition to
DeTT&CT, the industry is continuously creating frameworks
and tools for detecting and responding to security incidents.
These frameworks and tools are exemplified by ATT&CK. For
instance, Security Information and Event Management (SIEM)
tools are adopting ATT&CK for better detection and alert
management [63], [113], [114], [6].

Insight 2. ATT&CK assists researchers identify behavior
patterns of known threats and recognize the use of particular
techniques and tools, which can aid in intrusion detection.
There is a lack of studies that evaluate the effectiveness
of ATT&CK in supporting intrusion detection frameworks
in real-world settings as well as research on how to adapt
ATT&CK to detect new threats.

3) A-UC-OS: Offensive Security: ATT&CK is a valuable
resource to conduct effective adversary emulation as it con-
tains comprehensive information on techniques employed by
various threat actors. By utilizing the ATT&CK knowledge
base, organizations can simulate realistic attack scenarios and
proactively identify potential security gaps thus enhancing
their overall security posture.

Kuppa et al. [32] leveraged a CVE regular expression
dataset to identify frequently exploited CVEs created by
collecting different APT reports1 from 2008 to 2019, zero-day
exploits2 from Google project zero, 63720 vulnerability reports
and 37000 threat reports3. The researchers obtained a sample
of 200 CVEs from publicly available threat reports along
with their corresponding ATT&CK techniques to extract the
relevant context phrases. Munaiah et al. [33] used data from
the 2018 National Collegiate Penetration Testing Competition
and codified their approach in terms of ATT&CK tactics and
techniques that it is possible to characterize attacker campaigns
as a chronological series of them.

1https://github.com/CyberMonitor/APT CyberCriminal Campagin
Collections

2https://googleprojectzero.blogspot.com/p/0day.html
3https://www.broadcom.com/support/security-center/a-z

Kim et al. [38] developed an offensive security taxonomy
and provided a systematic cyber attack scoring model. They
employed artifacts from attacks to identify the techniques
used. They constructed the technology and stages used by
malware based on ATT&CK and grouped the identified attack
techniques used in a few real cyber-attack incidents. Other
studies such as [30], [5], [40], [54] have also utilized ATT&CK
for offensive security practices, red teaming exercises, and
penetration testing.

Insight 3. ATT&CK is a valuable tool for offensive security
teams to plan and execute simulated attacks in order to test
an organization’s security measures. By utilizing ATT&CK,
organizations can identify weaknesses in their defenses and
improve their overall security posture. This proactive security
approach can help organizations better protect themselves from
real-world attacks. A potential research gap in the application
of ATT&CK to offensive security is the development of
metrics for evaluating the effectiveness of defensive measures
against specific TTPs, as well as standardized methods for
mapping defensive measures to specific TTPs.

4) A-UC-CRA: Cyber Risk Assessment: ISO 27005, CO-
BIT 5, NIST SP 800-30 and other frameworks are widely
used for cyber risk assessment. Researchers have recently
combined these frameworks with ATT&CK for more effective
risk assessment. For example, Ahmed et al. [64] proposed a
methodology that uses ATT&CK, NIST SP 800-30 Rev.1, and
attack graphs to assess and characterize cyber risk. Sadrazamis
[115] proposed a hierarchical risk assessment system based
on ATT&CK knowledge graph. Amro et al. [116] employed
semantics and components of ATT&CK to quantify risks
associated with cyber-physical systems. Ahmed et al. [64]
analyzed and characterized TTPs used by different threat
actors for informed cyber risk assessment. In their study, Kure
et al. [117] presented an integrated cyber risk management
framework that utilizes an ATT&CK-driven threat modeling
approach. Oruc et al. [66] used ATT&CK to assess risks
associated with cyber threats and vulnerabilities for integrated
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navigation systems on board shipping vessels.
The use of cyber risk and vulnerability assessment data

mapped to ATT&CK tactics and techniques has been ex-
plored by the industry to identify mitigation strategies [118],
[119]. Grantek [120] has detailed an approach to utilizing
ICS ATT&CK strategies for risk management, which involves
system identification and characterization, vulnerability identi-
fication and threat modeling, and risk calculation and manage-
ment. AttackIQ, a security research organization focused on
prioritizing vulnerability management, published a whitepaper
proposing the use of ATT&CK and CVE for better risk
management [121]. MITRE presented cyber resiliency metrics
and scoring for better risk management in a whitepaper by
Bodeau et al. [2].

On the research front, Georgiadou et al. [1] associated
individual and organizational culture dimensions with adver-
sarial behavior and patterns documented in ATT&CK, using
a cybersecurity culture framework. They developed a hybrid
ATT&CK for Enterprise and ICS matrix to identify cyber risks
to which an organization lacks resilience.

Insight 4. By mapping threat behaviors with vulnerabilities,
researchers have been able to provide essential mitigation
tactics for assessing cyber risk. ATT&CK provides a consistent
and repeatable approach to evaluating security risks, enabling
organizations to make more informed decisions about the
threats they are facing. Investigating further the integration
of ATT&CK with other risk assessment methodologies has
the potential to enhance its utility and effectiveness. Addi-
tionally, conducting empirical studies in collaboration with
practitioners to assess the impact of using ATT&CK on cyber
risk quantification can contribute to advancing cyber risk
management practice.

5) A-UC-PT: Professional Training: Georgiadou et al. [1]
focused on cyber warfare simulations for training offense and
defense from real-world cyber scenarios related to ATT&CK.
Hong et al. [31] proposed an automated script to generate sim-
ulated threats for training professionals with practical methods
for real-world defensive scenarios. O’Connor [67] shared ex-
periences, lessons and materials from an undergraduate course
that suggests using ATT&CK to combine theoretical learning
and exploratory labs.

Kim et al. [68] analyzed real-world data from ATT&CK to
propose CyTEA, a model that can generate simulated cyber
threats for a cybersecurity training system. The simulation
level was evaluated based on procedural, environmental and
consequential similarities to determine if the model is suitable
for real-world use and acceptable for industry usage. Arshad
et al. [40] proposed an attack specific language (ASL) based
on ATT&CK that is used to streamline and automate the
functions of a cyber range, which is used for training. The
authors used ATT&CK to specify procedure classification and
map corresponding tactics and techniques. Other researchers
have also utilized ATT&CK to improve or design professional
training programs, including Ahn et al. [29] and Ajmal et
al. [54].

Insight 5. ATT&CK enables professionals to enhance their
knowledge of the threat landscape and improve their hands-
on skills in responding to cyber attacks. By staying up-to-

date with the latest threats and using ATT&CK to develop
effective defensive strategies, security professionals can better
protect their organizations against cyber threats. While there
are studies proposing different ways to use ATT&CK in
training, a research gap exists in the form of comprehensive
evaluation studies that assess the effectiveness and efficiency
of these programs. Therefore, there is a need for more empir-
ical research to compare and measure the impact of different
approaches on the development of cybersecurity skills and
knowledge.

6) A-UC-TA: Threat-driven Approaches: Jadidi et al. [73]
emphasized that threat hunting and modeling rely on various
inputs, such as CTI, third-party notifications and data from
security analysts, to identify threat actor behavior or vulnera-
bilities. In this way, security professionals can be empowered
to stay ahead of emerging threats. To enhance mitigation
strategies, Ampel et al. [30] developed a model that auto-
mates the mapping of CVEs to ATT&CK techniques within
the matrix. They extracted data from 24,863 CVEs across
various exploitation databases. Hacks et al. [61] proposed a
solution that offers CTI capabilities by utilizing ATT&CK
and mapping its components to attack graphs labeled with
CTI. Rao et al. [69] introduced a threat modeling framework
named Bhadra, designed specifically for MCS. Bhadra aligns
with ATT&CK for enterprise networks and can be used with
or without ATT&CK for threat modeling purposes. Since there
was not any dedicated threat modeling framework for MCS,
the authors looked into ATT&CK for Enterprise and reused
the structure and terminology of ATT&CK.

Sadleck et al. [28] introduced an approach for managing
and modeling threats by leveraging Common Platform Enu-
meration for asset management, CVEs and CWE for vulner-
ability management, and CAPEC and ATT&CK for threat
management. By using ATT&CK and CAPEC together, the
authors were able to provide a comprehensive description of
adversarial tactics and techniques and attack patterns, leading
to better threat management. Kim et al. [102] proposed an
automated framework for attributing mobile threat actors by
analyzing the mobile malware using automated ATT&CK-
based TTP and Indicators of Compromise. Similarly, Fox et
al. [14] developed an enhanced cyber threat model for the
financial service sector that utilizes ATT&CK and CAPEC.
In another study, Jadidi et al. [73] presented a threat-hunting
framework to detect cyber threats against ICS devices during
the early stages of the attack lifecycle. The authors leveraged
ATT&CK to generate hunting hypotheses and predict the
future behavior of potential adversaries.

Numerous other research papers have used ATT&CK for
threat modeling [70], [43], [47], [49], [51], [53], [55], [56],
[59], [60], [61], [63], [122]. Among these, Elitzur et al. [56]
utilized a CTI-based knowledge graph, based on ATT&CK,
to demonstrate increased accuracy in detecting attack patterns
on enterprise networks. They used information and knowl-
edge about past, present, and future cyber attacks that help
build a comprehensive understanding of the TTPs used by
cyber attackers. Gourisetti et al. [59] developed a framework
that provides functions for identifying, protecting, detecting,
responding to, and recovering from cyber threats, aligning
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recorded events or alerts with relevant attack vectors from
ATT&CK. Gylling et al. [60] used ATT&CK as the basis for
their CTI when creating their probabilistic attack graph. Xiong
et al. [122] introduced a language to model and describe cyber
threats and attacks against an enterprise security system using
ATT&CK for the enterprise.

Insight 6. ATT&CK is used to model threat scenarios and
assess their impact. This helps security teams prioritize their
defenses and focus on the most critical cyber risks. We believe
there is a need for further research on how to effectively
integrate CTI sources beyond ATT&CK into existing security
operations workflows and how to leverage the wealth of data
generated by CTI for more proactive and effective threat
hunting and mitigation.

7) A-UC-PE: Product Evaluation: Since ATT&CK is a
well-maintained knowledge base, it can be used for evaluations
of cybersecurity products and research tools. Researchers have
utilized ATT&CK to evaluate security systems with scoring
metrics. For example, Manocha et al. [81] developed a security
assessment rating framework that enables precise security
rating for security systems. They developed a prediction score
that involves weighted exploitability and impact of different
levels of an attack technique. In addition, academic research
has started to analyze the data stemming from ATT&CK-
based product evaluations. For example, Outkin et al. [123]
developed a game-theoretic framework that utilizes data from
MITRE’s APT3 ATT&CK Evaluations. From this data, authors
were able to generalize defender capabilities.m Mashima et
al. [82] evaluated an in-network deception technology in a
smart grid, named DecIED based on ATT&CK for ICS. The
work tests the mitigation against a few APT groups including
Stuxnet and CrashOverride. It appeared that DecIED was able
to mitigate only around half of the total number of ATT&CK
techniques.

Insight 7. ATT&CK is used to evaluate the capabilities
of cybersecurity technologies such as assessing their ability
to respond to ATT&CK tactics and techniques. In this way,
organizations can make informed decisions when choosing
cybersecurity solutions. There is a lack of standardization in
how cybersecurity products implement ATT&CK and since the
framework is flexible and customizable, organizations may use
it differently or interpret it differently, making it challenging to
compare the effectiveness of different cybersecurity products
across organizations.

B. A-AD: Application Domains

1) A-AD-EN: Enterprise Networks: This section discusses
works that study attacks and threats related to popular CVEs of
enterprise systems (vulnerabilities commonly used for internal
infrastructure exploitation) [29], [30], [54]. Ahn et al. [29]
proposed a system configuration model (specific elements that
define or prescribe what a system is composed of) based
on the Cyber Kill Chain (CKC) and ATT&CK to produce
analytical data on threat actors resulting in providing infras-
tructure protection mitigation strategies. The authors utilized
ATT&CK for cyber warfare simulation and threat analysis.
Xiong et al. [36] proposed a threat modeling language for
enterprise network security based on ATT&CK. They analyzed

key features between ATT&CK and a Meta Attack Language
framework, combining knowledge from both to define attack
steps, defenses, and asset associations. Munaiah et al. [33]
carried out a penetration testing competition for enterprise
systems. The authors analyzed a dataset of over 500 million
events generated by six teams of attackers during a penetration
testing competition. The authors examined the competition
data set to identify ATT&CK tactics and techniques and
found that it is possible to describe attackers’ campaigns in a
chronological sequence by analyzing their behavior.

Previous research that uses ATT&CK has explored the
connection between CVEs and ATT&CK tactics to develop
effective mitigation strategies [32]. Additionally, Kim et al.
[68], [38] gathered data to develop a training system for
cybersecurity that focuses on threats to internal infrastructure
and enterprise systems, which the simulation aims to address.
The authors identified different ATT&CK techniques and
obtained scoring results for some APT groups. Hemberg et
al. [37] attempted to link ATT&CK, NIST CWEs, CVEs, and
CAPEC. This paper takes five browsers and compares their
severity ratings, in terms of CVEs, to determine the motives
behind attacks and how they will be executed. In general, most
threat modeling works that use ATT&CK, including [31], [34],
[44], [107], [74] discuss internal infrastructure attacks and
the simulated threats are related to the enterprise systems’
internal infrastructure. Here, Outkin et al. [34] developed
reliable criteria for allocating resources across such detection
and response opportunities at different steps in the attack. To
evaluate defender policy, the authors incorporated the results
of ATT&CK Evaluation into attack success and defender
response metrics.

Additionally, ATT&CK is also being used for cloud security
[103], [122], [104], [105], [106]. Sahu et al. [103] developed
an Infrastructure-as-a-Service (IaaS) security model named
MISP, where the authors considered the ATT&CK matrix
for enterprises and a subset of it for cloud computing. The
authors filtered the necessary TTPs related to the cloud for
the evaluation of the adversary’s behavior. Zhao et al. [104],
[105] developed a board game to improve cloud security
that includes an automated evaluator to check defense plans
and attack plans built by invited players. The attack cards,
defense cards, and the mapping between them are derived from
ATT&CK and CSA cloud control matrix.

2) A-AD-MCS: Mobile Communication Systems: Mobile
Communication Systems (MCS) are evolving and require
standardized threat modeling frameworks [124]. Authors state
that ATT&CK and Bhadra [69] are most useful for MCS-based
threat modeling. Rao et al. [69] claimed that Bhadra aligns
conveniently with ATT&CK. Nevertheless, within the MCS
domain, most works utilize ATT&CK for threat modeling and
threat detection. Early stage 5G networks have incorporated
the use of ATT&CK to demonstrate the exploitation of net-
work functions NFV and SDN. 5G threat assessments and
industry reports offer studies on how the domain-specific tech-
niques can be used by Advanced persistent threats in multi-
step attacks for 5GCN networks. Pell et al. [35] discusses how
to exploit front-facing network functions to compromise 5G
networks. This work has contributed to the MITRE FiGHT,
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which is a knowledge base of adversary Tactics and Tech-
niques for 5G systems [125].

3) A-AD-ICS: Industrial Control Systems: Industrial Con-
trol Systems (ICS) are critical environments such as Gas,
Oil, and nuclear industries. ATT&CK literature has studied
ICS and its equipment, including evaluation testbeds for ICS
systems [4], [39], [43], [59], [126]. Choi et al. [4] introduced a
method to expand existing testbeds for ICS so that information
can be collected during a cyber incident based on ATT&CK.
This method is useful for creating attack simulations for
ICS. In a later work, authors introduced a probabilistic attack
sequence generator to leverage ICS datasets [39]. Here, the
authors proposed a method for generating attack sequences
based on the characteristics desired by the user using tactics
and techniques from ATT&CK. They overcame difficulties
in developing an ICS dataset by implementing a hidden
Markov model-based attack sequence generation method that
uses probabilities to produce the attack sequence. Dhirani et
al. [83] utilized ATT&CK along with other standards (e.g.
NIST 800− 82, ISO 27001, IEC 62443, etc.) to build unified
an Industrial IoT standards roadmap. They specifically used
ATT&CK for identifying different aspects of ICS/SCADA
security.

C. A-RF: Related Frameworks

As a well-documented knowledge base of adversarial behavior,
ATT&CK has been widely adopted and combined with other
cybersecurity frameworks by both academic and industrial
researchers to achieve specific goals.

1) A-RF-CA: CAPEC: In addition to ATT&CK, various
threat frameworks are utilized, including the Common At-
tack Pattern Enumeration and Classification (CAPEC) [127].
CAPEC is a threat modeling framework that focuses on
application security and is primarily associated with Common
Weakness Enumeration (CWE) [128]. On the other hand,
ATT&CK concentrates on network defense. Although CAPEC
describes common patterns frequently employed by specific
techniques described in ATT&CK, the cross-reference helps
to improve threat management by identifying potential vul-
nerabilities. For example, Adam et al. mapped CWEs to
ATT&CK techniques via CAPEC [71], while Aghaei et al.
[53] created a mapping between all CVEs, CAPEC and
ATT&CK. Also, CAPEC can provide valuable insights into
potential vulnerabilities within an application, while ATT&CK
can provide information on how attackers might exploit those
vulnerabilities to achieve their goals.

The integration of ATT&CK and CAPEC helps organiza-
tions to detect and mitigate a wide range of threats, including
attacks against applications (which is the primary focus of
CAPEC) and network infrastructure (which is the primary
focus of ATT&CK). As a result, organizations can have a
more comprehensive view of the threat landscape and develop
a more effective response to cyber threats. Sadlek et al. [28]
have combined CAPEC and ATT&CK for more effective
threat management. Similarly, Fox et al. [14] have integrated
ATT&CK and CAPEC to construct an extensive high-level
threat modeling framework. Interestingly, some researchers
have developed a formal knowledge base or model that unites

all existing attack knowledge bases. For instance, Brazhuk et
al. [55] established relationships between ATT&CK, CAPEC,
CWE and CVE security enumerations to create a generic
knowledge base that offers improved threat modeling over
previous threat-based approaches.

2) A-RF-CKC: Cyber Kill Chain: ATT&CK consists of 14
tactics that can be mapped to the phases of Lockheed Martin’s
Cyber Kill Chain (CKC): Reconnaissance, Weaponization,
Delivery, Exploitation, Installation, Command & Control and
Actions on Objectives. Unlike the traditional CKC, ATT&CK
is a globally accessible knowledge base, which makes it more
comprehensive but is also regularly updated with new tech-
niques based on real-world observations. By understanding
the different stages of an attack and the specific TTPs used
by attackers, organizations can detect and prevent attacks
earlier in the CKC. By mapping known TTPs to the different
stages of CKC, organizations can develop a more targeted and
effective response to an attack. Naik et al. [129] have studied
characteristics, advantages and disadvantages of ATT&CK and
CKC and provide a comparative study to highlight the most
suitable attack models for different applications.

3) A-RF-ST: STRIDE: A few works integrated multiple
threat modeling frameworks for specific tasks including risk
analysis and mitigation, defense framework design, and vul-
nerability analysis. Bolbot et al. [65] integrated ATT&CK
and STRIDE alongside cybersecurity analysis methodologies
for risk analysis and mitigation. Sadlek et al. [72] also used
both ATT&CK and STRIDE to identify attack paths. Straub
[130] compared the capabilities of ATT&CK, STRIDE, and
Cyber Kill Chain in the context of offensive and defensive
use. He concludes that while STRIDE is useful for defensive
purposes, it lacks the features required for direct offensive
use. Additionally, STRIDE does not have an explicit steps to
deploy an attack against the targeted vulnerability, which is a
key feature of ATT&CK. Overall, Straub’s analysis suggests
that while STRIDE and ATT&CK both have their strengths
and weaknesses, they serve different purposes and can be used
in different ways depending on the specific goals of a given
security operation.

4) A-RF-SC: Security Controls: To achieve threat-informed
defense, native security controls can be mapped to ATT&CK.
Security Stack Mappings [131] produces mapping files for
different cloud platforms, including Microsoft Azure, Amazon
Web Service, and Google Cloud Platform, to aid organizations.
The online repository offers supporting resources, including
scoring rubrics, mapping data formats, and mapping tools that
produce the ATT&CK navigator for mapping files. In practice,
the security teams are utilizing the mapping of ATT&CK
TTPs to Azure-native security controls [12]. Bromander et
al. [44] developed a graph-based data model that linked ob-
jects obtained from ATT&CK, STIX [132], detection maturity
model [133] and the Diamond model [134].

The National Institute of Standards and Technology (NIST)
Cybersecurity Framework (CSF) was developed in 2014 and
utilized to strengthen the defense and resiliency of federal
networks and critical infrastructure. Kwon et al. [43] proposed
a Cyber Threat Dictionary that can map all attack and defense
tactics to the Facility Cybersecurity Framework (FCF) through
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a correlation matrix [135]. FCF is specifically designed for
facility-related control systems and operational technology,
which motivated the authors to use the ATT&CK for ICS
matrix for mapping with FCF.

Although ATT&CK includes mitigation techniques against
the TTPs, MITRE provides a separate and comprehensive
framework named D3FEND [136], which is a knowledge
graph of cybersecurity countermeasures [137]. ATT&CK is
designed from the adversaries perspective while D3FEND was
built from the defenders’ perspective. D3FEND was also used
in academic research works such as Luh et al. [84].

5) A-RF-MI: Miscellaneous: Threat modeling frameworks
include ATT&CK, CAPEC, PASTA, WASC and OWASP.
Other frameworks including Microsoft’s DREAD, OCTAVE,
Intel’s Threat Agent Risk Assessment (TARA) and Threat
Agent Library (TAL) are used for supporting security design,
analysis and testing. PASTA (Process for Attack Simulation
& Threat Analysis) has been used for threat modeling in
industrial IoT [138]. Some frameworks including STIX (the
Structured Threat Information eXpression), PRE-ATT&CK
and ODNI’s CTF (Cyber Threat Framework) are useful for
supporting attack information sharing. These frameworks can
be integrated with ATT&CK to generate more comprehensive
and valuable risk models, thereby facilitating the identification
of more effective security controls.

Jadidi et al. [73] proposed a unified threat-hunting model
for ICS that combines ATT&CK for ICS and the Diamond
model of intrusion analysis to predict the future behavior
of the adversaries. The model can provide endpoint security
logs, user behavior analytics and network or application threat
analytics, which are useful to organizations. The authors
evaluated their model against real-life attacks including the
Ukrainian power grid attack by Black Energy 3, the DoS attack
on SIEMENS PLC and Tank 101 underflow.

According to Mundt et al. [74], integrating CTI with In-
formation Security Management Systems (ISMS) can result
in robust data security approaches. They suggest that im-
plementing and automating CTI processes within an ISMS
can be facilitated using the ATT&CK framework, which is
commonly used by security researchers in conjunction with
ISMS. To illustrate the interactions between the CTI and ISMS
processes, including communication and data exfiltration, the
authors use Business Process Modeling Notation (BPMN) dia-
grams. The proposed approach involves human actors such as
a cyber analyst or Chief Information Security Officer (CISO)
and follows the guidelines outlined in ISO/IEC 27000:2018.
By incorporating the ATT&CK framework into their ISMS,
organizations can improve their ability to detect and respond
to threats, thus enhancing their overall data security [74].

Hemberg et al. [37] proposed a framework to combine
ATT&CK, NIST, CWEs, CVEs and CAPEC. The authors
proposed a bidirectional data graph named BRON to gain
further insight from alerts, threats and vulnerabilities by cre-
ating links between collected information of the frameworks
mentioned above. The relational links were achieved via
linking ATT&CK techniques to attack patterns, then attack
patterns to CWEs and finally, CWEs to CVEs. Luh et al. [84]
considered ATT&CK, D3FEND and the NIST SP 800-53 to

build their attack scenarios while Osquery-ATT&CK [139]
maps ATT&CK to Osquery [140] for enterprise threat hunting.
Osquery performs continuous testing for memory leaks, thread
safety and binary reproducibility on all supported platforms,
including Windows, macOS and Linux (e.g. CentOS) [141].
Sigma rules tagged with a attack.tXXXX tag can generate
the ATT&CK Navigator [142] heatmap from a directory
containing sigma rules. Last, the Atomic Red Team [143] is a
collection of atomic tests that are mapped to ATT&CK. The
tests can be performed using command-line and aids security
teams to conveniently test their environments.

D. Use of ATT&CK in Academia and Industry
ATT&CK has gained significant attention from cybersecurity
researchers in both academia and industry. While initially used
by the industry to improve their tools and services, academic
researchers have also recognized its usefulness in evaluating
their research. This has resulted in a rapid development of
new tools that integrate and incorporate ATT&CK tactics and
techniques. Security analysts and specialists use ATT&CK
in conjunction with other security frameworks, standards,
policies, compliance and guidelines to obtain comprehensive
recommendations on how to secure systems. Considering
ATT&CK as a baseline knowledge-base of TTPs, industrial
research heavily involves the framework to evaluate their
products, including SIEM (Security, Information, and Event
Management), EDR (Endpoint Detection and Response) and
deception tools.

Cyber Threat Intelligence. Academic researchers primarily
focus on text classification and NLP for retrieving intelligence
from CTI reports. On the other hand, the industry primarily
uses ATT&CK matrices and navigators to filter and score
threats based on threat groups, techniques, platform and as-
sociated mitigation. They also develop tools and APIs (using
ATT&CK) for standard CTI sharing between organizations and
developing extended threat detection tools.

Intrusion Detection. Academia mostly attempts to catego-
rize ATT&CK tactics and techniques, build knowledge graphs
and apply machine learning for detection and mitigation. The
industry adopts and tailors ATT&CK to develop their incident
management and response tools.

Offensive Security. Academia uses ATT&CK to create of-
fensive security taxonomies, analyze past offensive security
competition data and model adversarial behavior. The industry
involves red and purple team exercises and organizes penetra-
tion testing using ATT&CK.

Cyber Risk Assessment. Both academic and industrial re-
searchers use ATT&CK for assessing cyber risk by mapping
threat behaviors with vulnerabilities and then proposing ways
to mitigate the identified risks. Academic scholars attempt
to connect other frameworks with ATT&CK for development
of better risk management. Security vendors adhere to this
mapping for conducting bespoke cyber risk management for
their users.

Professional Training. Academic work focuses on the-
oretical analysis and modeling whereas industry addresses
the training of their employees (red/purple teams), staff and
clients, with practical exercises.
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Threat-driven Approaches. Academic research primarily at-
tempts to propose new threat modeling frameworks aligned
with ATT&CK. In contrary, the industry focuses on tailoring
threat modeling frameworks to use them in commercial prod-
ucts.

Product Evaluation. Academia undertakes research regard-
ing the ATT&CK evaluation process. Industrial work involves
product evaluations to determine if their developed security
solutions can detect and consequently mitigate known threat
actors.

IV. RESEARCH APPROACHES (RA) USING ATT&CK

In this section, we first discuss scientific methods used to build
attack scenarios, models and methods based on ATT&CK
matrices. These approaches include machine learning (includ-
ing natural language processing), probability theory, graph
theory and game theory. Second, we study how ATT&CK
has been used in implementation of testbeds and security
tools. Third, we study the different methods (e.g. numerical
or statistical, human-based and model-based evaluations) of
evaluating research that has used ATT&CK.

A. RA-SM: Scientific Methods

1) RA-SM-ML: Machine Learning: Machine learning has
widely been used for different ATT&CK-based research
works. Al et al. [5] used statistical machine learning analysis
on APT and software attack data (270 total attack instances),
reported by ATT&CK, to identify correlations and associations
among attack techniques. Dhir et al. [89] proposed to encode
the labels of ATT&CK into a set of matrices to develop the
relationship between reports and labels. The authors utilized
a transformer for the semantic representation of CTI reports
and built causal inference to ATT&CK. Holder et al. [90] also
focused on causal inference applied to ATT&CK. The authors
utilized explainable AI (XAI)-oriented defense recommenda-
tions and attack predictions based on ATT&CK patterns.

ML and neural networks are often used for detection
purpose. For example, Ahn et al. [91] performed ML-based
malicious file detection and visualization based on dynamic-
analysis-based ATT&CK. Stoleriu et al. [92] proposed ML-
based analysis and detection of APT attacks using ELK
stack (Elasticsearch, Logstash and Kibana), where the au-
thors retrieved a series of APT-based attacks included in the
ATT&CK matrix. Hasan et al. [98] developed a decision
support system for cyber threat detection and protection using
ATT&CK tactics and techniques. Huang et al. [47] used
deep learning and ATT&CK knowledge to develop a behavior
analysis system for Windows malware. Hemberg et al. [144]
built ATT&CK-based datasets for predicting threat techniques
and attack patterns. Zurowski et al. [94] created a public
dataset that includes ML-based tools, which are mapped to
ATT&CK Enterprise techniques. Bagui et al. [93] developed
an ML-based ATT&CK-oriented big data analysis framework
for detecting reconnaissance and discovery tactics. Alnafrani
et al. [95] developed an AI-based forensic investigative system,
where authors used ATT&CK to understand potential attacker

capabilities. Mayami et al. [99] created a semantic represen-
tation of adversarial TTPs, where the authors built a model
of APT28 using ATT&CK. Similarly, other works ([49], [53])
built ML models to map vulnerabilities to adversarial tactics
listed in ATT&CK.

2) RA-SM-NLP: Natural Language Processing: Natural
Language Processing (NLP) is a field of study that involves
the application of ML algorithms and models to analyze, un-
derstand and generate human language data. NLP has proven
useful for CTI, particularly in retrieving summaries from threat
reports. Liu et al. [145] used an attention transformer hierarchi-
cal recurrent neural network to extract ATT&CK information
from CTI. Kuppa et al. [32] employed NLP techniques, such
as the Multi-Head Joint Embedding Neural Network model, to
automatically map CVEs to ATT&CK techniques. Chen et al.
[70] developed an anomaly detection and threat hunting system
that utilizes NLP and graph modeling. The authors used
ATT&CK APT3 evaluation data and applied NLP techniques
to process Windows logs for seeking suspicious patterns.
Niakanlahiji et al. [75] presented an NLP-based trend analysis
to present how to obtain knowledge regarding APTs from
unstructured reports and developed an information retrieval
system named SECCMiner that combines NLP processes
and information retrieval system concepts to categorize APTs
based on ATT&CK tactics. Husari et al. [85] also utilized NLP
to characterize the temporal relationship of attack actions of an
APT using ATT&CK and a machine readable language named
STIX. Apart from the above-mentioned works, [76], [52], [77],
[146], [28], [70], [147] have involved NLP and ATT&CK for
automated threat intelligence, modeling and mapping.

3) RA-SM-PT: Probability Theory: Choi et al. [39] utilized
a hidden Markov model to generate varied attack sequences
based on user objectives. The authors considered the prob-
ability of starting each ATT&CK tactic as the initial state
probability, probability of movement between each tactic
as transition probability and probability of the occurrence
of a particular technique (under the same tactics) as the
emission probability. The attack sequence generation can
leverage ICS datasets and provide various attack scenarios
performed in real life by different malware including Stuxnet
(Iran nuclear facilities), BlackEnergy3 & Industroyer (Ukraine
power grid), Triton (Saudi Arabia petrochemical plant), Bad
Rabbit (Ukrainian transportation) and LockerGoga (Norway
aluminum company). Other works including [64], [148], [79]
calculated probabilities of different attack scenarios to assess
and mitigate risks. All these works recognized ATT&CK as
a standard knowledge base of TTPs and utilized listed tactics
and techniques for their simulated attack scenarios.

4) RA-SM-GM: Graph Modeling: Kriaa et al. [42] used
graph theory due to the complex nature of APTs and com-
prehensive attack methods, which provides a better evaluation
than some other existing methods. Here, the authors combined
knowledge graphs and machine learning to detect and prevent
adversarial techniques. Xiong et al. [36] proposed algorithms
and graph-based mapping to provide insights into certain
attacks, such as MAL file Access Token Manipulation. The
authors proposed a threat modeling language called enterprise-
Lang, which presents a domain-specific language based on the
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Meta Attack Language (MAL [80]) framework. Here, MAL
is directly associated with ATT&CK and leverages TTPs to
define attack steps in the language. Hacks et al. [61] proposed
an approach for integrating user actions and security behavior
to attack simulations by mapping Security Behavior Analysis
(SBA) to MAL through ATT&CK techniques. Hemberg et
al. [37] proposed a graph-based linking technique called
BRON that links ATT&CK techniques to attack patterns,
patterns to weaknesses and weaknesses to CVEs. More works,
including [46], [57], [100] utilized ATT&CK and graphs for
threat intelligence and modeling.

5) RA-SM-GT: Game Theory: Outkin et al. [123] proposed
a game-theoretic framework, called GPLADD, to constantly
allocate resources (e.g. to sensing and assessment of attack in-
dicators) against an uncertain stream of attacks. The attack data
used for the evaluation of the framework are from ATT&CK.
Nisioti et al. [86] utilized game theory to determine optimal
investigating policies after a cyber incident. The proposed
framework considers the cost for investigating an ATT&CK
technique and available actions for the investigator with the
attacker type and anti-forensics techniques being unknown.
Luh et al. [84] proposed a game-theoretic framework, called
PenQuest, to support security education and cyber risk as-
sessment by simulating a game whether an attacker attempts
to compromise an infrastructure and the defender attempts
to protect it. As in the previous papers, attack data for the
evaluation of PenQuest were drawn from ATT&CK.

B. RA-I: Implementations

1) RA-I-TE: Testbeds: Choi et al. [4] outlined vulnera-
bilities and threats for ICS and implemented a testbed to
help fix cybersecurity issues by offering a better understand-
ing of how to mitigate vulnerabilities. The authors set 52
techniques excluding duplicates in ten tactics mapped to 92
intrusion detection rules using the ATT&CK for Enterprise.
Hong et al. [31] implemented a testbed where a simulated
threat generator automatically generates cyber threats based
on ATT&CK to help improve the coping ability of system
security officers in dealing with cyber threats. Here, the threat
generator allows for the addition of evolving cyber threats
and the selection of the next threat. Halverson et al. [87]
developed a testbed to evaluate the effectiveness of their
developed tool TOMATO, which uses MITRE ATT&CK to
simulate attacks and evaluate the observability and efficiency
of a set of deployed monitoring techniques. The approach was
integrated into an ELK stack, and evaluated on real SCADA
devices within the Washington State University smart city
testbed. Most papers that use ATT&CK for offensive security
or professional training implemented a testbed to deploy the
attack scenarios. For example, Ajmal et al. [54] developed a
simulated environment to implement different attack scenarios.
Luh et al. [84] developed a testbed for human experimentation-
based evaluation of their proposed game model. Drašar et
al. [100] created a small-scale network to emulate various
ATT&CK-based attack scenarios.

2) RA-I-TO: Tools: ATT&CK aids adversarial emulation
and consequent defensive tools that can assess certain attack
scenarios. ATT&CK has been used to design and develop

certain adversary emulation tools including Red or Purple
team tools. Defensive tools are also designed and developed
considering ATT&CK-based tactics and techniques. Halvorsen
et al. [87] developed the TOMATO (Threat Observability and
Monitoring Assessment) tool that can evaluate the observabil-
ity of network security monitoring strategies. TOMATO pro-
vides observability scores and monitoring technique efficiency
scores while using ATT&CK-based simulated attacks.

Red Teaming Tools. There are a few open-source ATT&CK
test tools including CALDERA [149], Endgame Red teaming
Automation [150], Red Canary Atomic Red [143] and Uber
Metta [151]. These tools have adapted ATT&CK and provided
platforms for red teams to simulate attacks. Each tool features
a different set of tactics for penetrating a network and helps
the administrator find out the security weaknesses or entry
points. Since ATT&CK itself is always under development,
these tools follow the same path, and new features are added
on a regular basis.

Purple Teaming Tools. Purple Team ATT&CK Automation
[152] is another automated adversary tactics emulation plat-
form that is built on top of the Metasploit framework [153].
The platform integrated codes and techniques from ATT&CK,
tools like CALDERA, and libraries like the Atomic Red
Team [143] and RE:TERNAL [154], which is a centralized
purple team orchestration service to test blue-team capabilities
against red-team techniques. All included simulations of the
tool are mapped and aligned to ATT&CK. There are other
ATT&CK-oriented tools as well, which are used for generating
detection rules (e.g. sigma rules). For example, S2AN [155]
is a standalone tool that creates an ATT&CK Navigator [142]
based on a directory containing sigma rules [156] and Suricata
signatures. Kriaa et al. [42] used the Grakn tool to create
targeted knowledge graphs and query them using the graql
language. The authors built a knowledge graph for their
proposed approach using ATT&CK, to gather knowledge on
attacks from different sources. This offers capabilities to detect
attack techniques and then learn to predict them by processing
event logs.

Appropriate datasets are necessary to aid the community
with mapping real data to open source projects such as Sigma,
Atomic Red Team, Threat Hunter Playbook, and ATT&CK
knowledge base. The project entitled Security Datasets [157]
is an open-source dataset collection that facilitates adversary
emulation, enables security and threat actor analysis and
adversarial behavior, and provides datasets for Capture-The-
Flag (CTF) competitions.

C. RA-E: Evaluations

1) RA-E-NE: Numeric Evaluation: Al et al. [5] utilized
hierarchical clustering to investigate the association among
techniques included in ATT&CK and later discovered 98
different clusters representing these associations. The authors
evaluated the mutual information (of the techniques in the
fine-grain clusters, as well as the coarse-grain clusters directly
from the datasets) by measuring fine-grain associations (within
the same cluster) for APTs using both technique-based and
cluster-based normalized mutual information (NMI). The max-

11



imum predictability of each technique can be calculated based
on its cluster assignment.

Hemberg et al. [37] evaluated their graph model through
different statistical analyses. The number of edges (links)
is calculated as they connect different ATT&CK techniques,
patterns, weaknesses, and associated CVEs. By calculating the
query times for threats connected to the Top 10 CVEs, threats,
and vulnerabilities for the top 25 CWEs and riskiest software,
the authors measured the relational linkage statistics for tactics,
techniques, and attack patterns over the number of edges in
the graph. Similarly, the authors measured the counts and
distributions of vulnerability connections and affected product
configurations.

Kim et al. [38] provided a severity scoring methodology
for APT-based and fileless cyber attacks and later evaluated
the scores with the cyber kill chain and ATT&CK. The
authors evaluated APTs and fileless cyberattacks that occurred
between 2010 and 2020. They calculated scores for the APT
groups: powerliks, Rozena, Duqu 2.0, Kovter, Petya, Sore-
brect, WannaCry, Magniber, Emotet and Gandcrab.

2) RA-E-HE: Human Evaluation: Hacks et al. [61] inte-
grated human behavior analysis to the attack simulations and
attempted to calculate probabilities of an attack being success-
ful. Authors conducted surveys where employees would an-
swer the questionnaire of Security Behavior Analysis and their
answers were given as inputs to a vulnerability assessment
tool for conducting attack simulation on an IT infrastructure.
Further, evaluating a model or association by domain experts
is often helpful. Al et al. [5] recruited six domain experts
with at least five years of experience and knowledge in the
area of cyber threat intelligence and ATT&CK. According to
the experts, 93% of the fine-grain associations of ATT&CK
techniques (within the same cluster) and 90% of the coarse-
grain associations (inter-cluster) present strong correlations,
which validates their way of utilizing hierarchical clustering
techniques.

Oconnor [67] developed a lab (e.g. post-exploit lab) for
practicing and improving experiential learning, payloads writ-
ing, detection evasion, attack functionality, post-exploitation
tools development and network traffic manipulation based on
ATT&CK. The author discussed ethical issues and introduced
to the students the Computer and Fraud Abuse Act (CFAA),
Electronic Communications Privacy Act (ECPA), the Digital
Millennium Copyright Act (DCMA) and the corresponding
university’s acceptable use policy. Last, Luh et al. [84] in-
volved students to evaluate their proposed game theoretic
model for technical education.

3) RA-E-ME: Model Evaluation: Most of the works that
use ATT&CK to develop a threat model, later evaluate it
based on the reliability in providing security assessments and
suggesting security settings. For example, Xiong et al. [36]
evaluated enterpriseLang by modeling two attack scenarios:
the Ukraine cyber attack of 2015 and the Cayman National
Bank cyber heist of 2016. The authors used the Enterprise
ATT&CK matrix as a knowledge base for the proposed
language.

Choi et al. [39] evaluated their Hidden Markov Model-based
attack sequence generator by validating whether the attack

sequence from initial access to impact follows the pattern of
real-life malware. The authors adopted ATT&CK to design the
attack sequence. They confirmed that this model generated
the actual attack sequence of Triton, which was discovered
in the Saudi Arabia petrochemical plant. Ampel et al. [30]
compared their CVET model against benchmark classical
machine learning, deep learning, and pre-trained language
models for text classification tasks to understand how these
models perform while linking CVEs to ATT&CK. The authors
showed that CVET achieves the highest accuracy (76.93%)
and F1-score (76.18%) among the compared models.

V. CONCLUSIONS AND FUTURE DIRECTIONS

This paper provides a comprehensive review of research and
industry applications of the MITRE ATT&CK framework
and proposes a taxonomy for categorizing literature that uses
ATT&CK. In this section, we will recapitulate the essential
points discussed in the preceding sections and delve into con-
temporary challenges, constraints and potential future research
works associated with ATT&CK.

Holistic Approach. ATT&CK takes a holistic approach to
cybersecurity, covering defensive and offensive techniques.
It provides a comprehensive list of adversary tactics and
techniques used in cyber attacks, making it an essential re-
source for threat intelligence, threat modeling, risk assessment
and offensive security. This approach makes it possible to
understand better the adversary and their tactics, which is
essential for developing effective defense strategies.

Open and Community-Driven. ATT&CK is continually up-
dated based on community feedback and contributions. This
collaborative approach ensures that the framework remains up-
to-date and relevant, providing organizations with the latest
information on adversary tactics and techniques.

Common Medium for Knowledge Sharing. ATT&CK pro-
vides a common language for the cybersecurity industry in
terms of threat intelligence, making it easier for organizations
to communicate and collaborate on cybersecurity. This com-
mon language ensures that everyone is on the same page,
which is essential for effective communication and collabo-
ration in the emerging threat landscape.

Wide Coverage. ATT&CK covers a wide range of attack
techniques across different platforms and technologies, includ-
ing Windows, Linux and macOS. It also covers ICS, Cloud
and Mobile platforms. This broad coverage makes it a valuable
resource for organizations with different IT environments.

Mapping to Other Frameworks. As we have seen in the ex-
isting literature, ATT&CK can be mapped to other cybersecu-
rity frameworks, such as the NIST Cybersecurity Framework,
ISO/IEC 27001, COBIT, etc. This mapping provides a way to
merge different frameworks to achieve particular needs.

Flexibility. ATT&CK is customizable. It enables organiza-
tions to utilize it to their specific needs such as create custom
intelligence, threat models, risk assessments and offensive
security strategies. This customization makes the framework
more relevant and valuable to specific organizations and in-
dustries.

Even though ATT&CK is a reputed knowledge base of
TTPs, there are a few limitations of it.
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Evolving Threat Landscape. The threat landscape constantly
evolves and attackers are constantly developing new TTPs.
ATT&CK may only sometimes reflect the latest threats and
must be updated regularly to stay current.

Limited Geographical Coverage. ATT&CK is based on
observations of attacks that have taken place in the United
States, Europe and other developed regions. The tactics and
techniques used by attackers in other parts of the world may
need to be better represented in the framework.

Focus on Specific Threat Actors. ATT&CK focuses on a
limited set of well-known threat actors and may need to fully
capture the tactics and techniques used by other, less well-
known groups.

Tactical Level. ATT&CK provides a tactical-level view
of adversary tactics and techniques and does not provide a
comprehensive view of the overall attack lifecycle.

Despite the widespread adoption of ATT&CK for improved
threat mitigation and prevention, there remain a few untapped
scenarios for researchers and developers to contribute to. The
following require answers in future studies.

Real-time Threat Intelligence and Incident Response. Real-
time threat intelligence is critical for quickly detecting and
responding to attacks. We find a lack of research that utilizes
ATT&CK to address these issues. Researchers and experts can
work on developing real-time threat intelligence capabilities
that can leverage ATT&CK to identify and respond to attacks
more quickly.

Risk Quantification. Cyber risk quantification (CRQ) is a
major challenge in both fields of cyber research and in the
progress of industry. Accurate risk assessments are crucial for
ensuring effective spending, as demonstrated by the demands
of Chief Information Security Officers (CISOs). Extended
research on ATT&CK can address this challenge by incor-
porating CRQ methods that are derived from ATT&CK and
seamlessly integrate threat behaviors and quantitative data
from threat intelligence sources, such as threat event frequency
[158].

Collaboration between Academic and Industrial Research.
ATT&CK provides a platform for academic and industry
stakeholders to showcase the performance of their methods
or implement their software and serve their clients. However,
ongoing revision and expansion of the framework concepts and
data are essential to keep up with evolving threat behaviors.
Integrating industry and academic perspectives through collab-
oration is crucial in determining the need for new techniques
or tactics and developing effective mitigation methods against
newly discovered threat mechanisms or sub-techniques. One
way, researchers can reduce the gap is to develop new ideas
in academia and evaluate these new frameworks, techniques,
or workflows in the industry.

Developing Industry-specific Threat Models. While
ATT&CK covers a wide range of platforms and technologies,
industry-specific threat models can provide a more tailored
approach to identifying and responding to attacks in particular
attack scenarios. Researchers and experts can further work
on developing industry-specific threat models that leverage
ATT&CK.

With the evolution and improvement of language models
and chatbots like chatGPT, cyber threat intelligence and mod-
eling have new areas to explore. Overall, emerging technolo-
gies lead to continuously new cyber threats and ATT&CK
is required to be updated on a regular basis. Each of these
updates can initiate new research directions for academic
researchers and industrial experts.

We believe that future research and development will benefit
from close collaborations between academic and industrial
researchers. For example, academia can utilize theoretical
attack and defense models that involve ATT&CK and then
the industry can test their products against these models.
Likewise, the industry can share data, from the evaluation
of their products, with academic scholars for fostering novel
scientific ideas in the field, which can then feed back to their
products and services.
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